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VOICE ASSISTANTS AND DATA SECURITY: 

NAVIGATING ETHICAL AND LEGAL CONCERNS 
 

AUTHORED BY - SUCHITRA SHEORAN 

 

 

Introduction 

The Fourth Industrial Revolution has brought about a profound transformation in how humans 

interact with technology.1 At the forefront of this change are voice assistants (VAs) like 

Amazon's Alexa, Google Assistant, Apple's Siri, and Microsoft's Cortana, which have become 

ingrained in our daily routines.2 By enabling hands-free operation through voice commands, 

these technologies offer unparalleled convenience, integrating seamlessly into devices ranging 

from smartphones to home appliances.3 As society embraces the ease of use that voice 

assistants provide, it is evident that this technology has quickly moved from novelty to 

necessity. 

 

Numerous studies and market data reflect the widespread adoption of voice assistants. A 2018 

PwC survey analysed 1,000 American respondents aged 18-64, revealing that 90% of the 

participants were familiar with voice-controlled devices, and 72% actively used them.4 Of 

these, 57% utilised VAs on smartphones, 29% on laptops, and 27% on smart speakers.5 

Furthermore, despite potential privacy risks, 44% users employed VAs to control their other 

devices by integrating their entire digital ecosystem, from smart home systems to connected 

financial accounts.6 But, a smaller segment, i.e. about 9%, expressed no interest in using voice 

assistants, emphasising the tension between convenience and privacy.7 

                                                             
1 See, e.g., Bernard Marr, Why Everyone Must Get Ready For The 4th Industrial Revolution, FORBES, 

https://www.forbes.com/sites/bernardmarr/2016/04/05/why-everyone-must-get-ready-for-4th-industrial-

revolution/ (last visited Oct 16, 2024). 
2 Parker Hall & Nena Farrell, 10 Best Smart Speakers (2024): Alexa, Google Assistant, Siri | WIRED, 

https://www.wired.com/story/best-smart-speakers/ (last visited Oct 18, 2024). 
3 See, e.g., Don Clark, The Race to Build Command Centers for Smart Homes, WALL STREET JOURNAL, Jan. 4, 

2015, http://online.wsj.com/articles/the-race-to-build-command-centers-for-smart-homes-1420399511 (last 

visited Oct 16, 2024). 
4 PricewaterhouseCoopers, Consumer Intelligence Series: Prepare for the Voice Revolution, PWC, 

https://www.pwc.com/us/en/services/consulting/library/consumer-intelligence-series/voice-assistants.html (last 

visited Oct 16, 2024). 
5 Id. 
6 Id. 
7 Id. 
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On a global scale, the voice technology market has shown a remarkable growth. In India, voice 

searches has increased by 270% year-on-year in 2020, with 60% of the total users regularly 

interacting with voice assistants.8 Smart speakers, as noted in the Mobile Marketing 

Association's 2021 Voice Playbook, have become essential household tools due to their VA 

integration.9 Worldwide, the number of digital voice assistants rose from 3.25 billion in 2019 

to 4.2 billion in 2020, with projections estimating that by 2024, there will be 8.4 billion devices 

equipped with VAs—exceeding the global population.10 The global voice market, valued at 

USD 10.7 billion in 2020, is expected to reach USD 27.15 billion by 2026, growing at a 

compound annual growth rate (CAGR) of 16.8%.11 

 

However, as voice assistants have become more ingrained in our lives, they raise complex 

privacy and data security concerns. By their inherent design, these devices continuously listen 

for activation commands, making them vulnerable to collecting and misusing personal data. 

Such concerns have prompted regulators and lawmakers to take action, particularly with the 

introduction of frameworks like the European Union's General Data Protection Regulation 

(GDPR)12 and India’s Digital Personal Data Protection (DPDP) Act.13 These regulations seek 

to protect users by ensuring that companies collecting data adhere to strict guidelines regarding 

consent, transparency, data minimisation, etc. But, as VAs evolve and become part of everyday 

life, the sufficiency of these regulatory frameworks is being questioned. 

 

In this context, it becomes imperative to evaluate whether the DPDP Act of 2023 is adequately 

equipped to manage the data security challenges posed by voice assistants in India. A 

comparative analysis with the GDPR, which has been at the forefront of global data protection 

efforts, can offer valuable insights. Understanding how the GDPR addresses the risks 

associated with voice assistants and examining the extent to which the DPDP Act aligns with 

or diverges from these standards is crucial in determining whether India's regulatory framework 

can effectively safeguard personal data in this new era. Moreover, by identifying areas where 

                                                             
8 Year in Search — India: Insights for brands, THINK WITH GOOGLE, https://www.thinkwithgoogle.com/intl/en-

apac/marketing-strategies/search/year-in-search-india-insights/ (last visited Oct 15, 2024). 
9 The Voice Playbook 2021, MMA GLOBAL, https://www.mmaglobal.com/documents/voice-playbook-mma-

ammp-voice-audio-initiative (last visited Oct 15, 2024). 
10 Number of voice assistants in use worldwide 2019-2024, STATISTA, 

https://www.statista.com/statistics/973815/worldwide-digital-voice-assistant-in-use/ (last visited Oct 18, 2024). 
11 The Voice Playbook 2021, supra note 9. 
12 The General Data Protection Regulation (GDPR) is European Union legislation enacted to enhance and unify 

data privacy laws across the EU, replacing the 1995 Data Protection Directive. It came into effect on May 25, 

2018, to safeguard personal data and ensure responsible handling of such information by organisations. 
13 The Digital Personal Data Protection Act, 2023, Act No. 22 of 2023. 
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the DPDP Act may benefit from the GDPR's robust approach, this paper seeks to explore how 

India's evolving data protection regime can be strengthened to meet the growing concerns 

around privacy in the context of voice assistants. 

 

This paper explores the dual nature of voice assistants—their functionality and convenience in 

the first section versus the data security risks they pose in the second section. The third section 

will compare the GDPR with India's DPDP Act, analysing how these regulations address data 

privacy in the context of VAs and how GDPR might serve as a model for strengthening India's 

evolving legal framework. 

 

Voice Assistants and their Functionality 

Voice assistants (VAs) are a sophisticated category of artificial intelligence systems that allow 

users to interact with technology using natural spoken language.14 These digital companions, 

embedded in devices such as smartphones, smart speakers, laptops, and even automobiles, have 

become integral to everyday life, providing a seamless and efficient way to execute tasks.15 By 

recognising and processing voice commands, VAs can perform various functions, from setting 

reminders and controlling home appliances to offering personalised recommendations and 

streaming entertainment. 

 

At the core of voice assistants' functionality is speech recognition technology, which enables 

the devices to "listen" to user commands.16 This technology has evolved significantly since its 

inception in the 1960s when IBM's Shoebox was introduced, capable of recognising just sixteen 

words.17 Today, voice assistants, powered by advanced AI algorithms, can detect and interpret 

a wide variety of complex speech inputs with remarkable accuracy. For example, Google 

Assistant, one of the leading VAs, can recognise 19 out of 20 words it hears.18 Such accuracy 

                                                             
14 SmartSites, What Is a Digital Assistant?, LIBRESTREAM (Jul. 11, 2024), https://librestream.com/blog/what-is-a-

digital-assistant/ (last visited Oct 16, 2024). 
15 Alexa, Do You Have Rights? Legal Issues Posed by Voice-Controlled Devices and the Data They Create, 

https://www.americanbar.org/groups/business_law/resources/business-law-today/2017-july/alexa-do-you-have-

rights/ (last visited Oct 16, 2024). 
16 Anna Karapetyan, DEVELOPING A BALANCED PRIVACY FRAMEWORK, 27 SOUTHERN CALIFORNIA 

REVIEW OF LAW AND SOCIAL JUSTICE 197 (2018). 
17 Ava Mutchler, A Timeline of Voice Assistant and Smart Speaker Technology From 1961 to Today, VOICEBOT.AI 

(2018), https://voicebot.ai/2018/03/28/timeline-voice-assistant-smart-speaker-technology-1961-today/ (last 

visited Oct 18, 2024). 
18 Bernard Marr, Machine Learning In Practice: How Does Amazon’s Alexa Really Work?, FORBES, 

https://www.forbes.com/sites/bernardmarr/2018/10/05/how-does-amazons-alexa-really-work/ (last visited Oct 

18, 2024). 
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reflects years of technological advancement in automatic speech recognition 

(ASR)19 and natural language processing. 

 

Voice assistants typically function by responding to specific "wake words"—phrases like 

"Hey Siri" or "Ok Google"—that activate the device.20 Once activated, the device begins 

recording the user's voice command and transmits the audio data to the cloud for processing.21 

This is where the power of AI and machine learning comes into play: the spoken words are 

converted into text and then interpreted to determine the user's intent using natural language 

understanding (NLU) algorithms.22 Based on this understanding, the assistant generates an 

appropriate response, ranging from answering a question to controlling connected smart 

devices like thermostats or lights.23 

 

Once the voice command is processed, the VA sends the response back to the device, which 

communicates the answer through text-to-speech (TTS) technology, allowing the user to hear 

the response.24 For instance, if a user asks, "What's the weather like today?" the voice assistant 

will process the question, retrieve relevant data from the internet, and deliver a spoken response 

like "The weather today is sunny with a high of 25 degrees." This entire process happens in 

seconds, making the interaction feel smooth and intuitive. 

 

                                                             
19 Automatic Speech Recognition (ASR), also known as speech-to-text, is the process by which a computer or 

electronic device converts human speech into written text. This technology is a subset of computational linguistics 

that deals with the interpretation and translation of spoken language into text by computers. It enables humans to 

speak commands into devices, dictate documents, and interact with computer-based systems through natural 

language. See Automatic Speech Recognition, DEEPAI (2019), https://deepai.org/machine-learning-glossary-and-

terms/automatic-speech-recognition (last visited Oct 18, 2024). 
20 Alexa and Alexa Device FAQs - Amazon Customer Service, 

https://www.amazon.com/gp/help/customer/display.html?nodeId=201602230 (last visited Oct 18, 2024); Choose 

Google Home: Seamless Control Enhanced Features for Your Home, https://home.google.com/about-google-

home/ (last visited Oct 18, 2024); Rowan Trollope, 7 Things You Didn’t Know About Wake Words, MEDIUM (Nov. 

29, 2017), https://medium.com/@rowantrollope/7-things-you-didnt-know-about-wake-words-d4e9e041d11d 

(last visited Oct 18, 2024). 
21 Jurriaan Van Mil & João Pedro Quintais, A Matter of (Joint) Control? Virtual Assistants and the General Data 

Protection Regulation, 45 COMPUTER LAW & SECURITY REVIEW 105689 (2022). 
22 Natural language understanding (NLU) is an aspect of natural language processing (NLP) that focuses on how 

to train an artificial intelligence (AI) system to parse and process spoken language in a way that is not exclusive 

to a single task or a dataset. See Natural Language Understanding (NLU), TECHOPEDIA (Dec. 9, 2021), 

https://www.techopedia.com/definition/33013/natural-language-understanding-nlu (last visited Oct 18, 2024). 
23 Van Mil and Quintais, supra note 21. 
24 Luca Hernández Acosta & Delphine Reinhardt, A Survey on Privacy Issues and Solutions for Voice-Controlled 

Digital Assistants, 80 PERVASIVE AND MOBILE COMPUTING 101523 (2022). 

http://www.whiteblacklegal.co.in/


www.whiteblacklegal.co.in 

Volume 3 Issue 1 | Feb 2025        ISSN: 2581-8503 

  

Beyond simple tasks like answering questions, setting reminders, or playing music, VAs are 

increasingly becoming integral to the Internet of Things (IoT).25 Modern homes are often 

equipped with multiple smart devices that can be controlled through voice commands. For 

instance, users can ask their voice assistant to turn off lights, adjust the thermostat, or even start 

a washing machine. Companies like LG,26 Samsung, Hyundai27 and Ford28 have integrated 

voice assistants into home appliances and vehicles, making it possible to control a wide array 

of devices through simple voice commands. This has created a truly connected ecosystem, 

where users can manage various aspects of their homes or cars simply by speaking. 

 

Voice assistants are also designed to improve over time by learning from user interactions. This 

is achieved through machine learning algorithms, which allow the system to refine its 

responses and understand user preferences based on past behaviour.29 For example, Amazon’s 

Alexa continuously learns from user commands to enhance its understanding of individual 

speech patterns and preferences.30 This learning process allows the assistant to offer more 

accurate responses and recommendations as it becomes more attuned to the user’s needs. 

 

Moreover, voice assistants are not restricted to English-speaking users. In countries like India, 

where linguistic diversity is vast, voice assistants are being designed to support multiple 

languages. By 2021, it was estimated that 72% of Indian users would prefer interacting with 

voice assistants in languages other than English, reflecting the growing role of VAs in making 

                                                             
25 Nicole Kobie, What Is the Internet of Things?, THE GUARDIAN, May 6, 2015, 

https://www.theguardian.com/technology/2015/may/06/what-is-the-internet-of-things-google (last visited Oct 

18, 2024). 
26 Amazon’s Alexa assistant is coming to LG refrigerators, https://www.engadget.com/2017-01-04-lg-

refrigerator-with-amazons-alexia.html (last visited Oct 18, 2024). 
27 Amazon Staff, Amazon and Hyundai Launch a Broad, Strategic Partnership—Including Vehicle Sales on 

Amazon.Com in 2024, (2023), https://www.aboutamazon.com/news/company-news/amazon-hyundai-partnership 

(last visited Oct 18, 2024). 
28 Ford Assistant And Voice Commands With Sync® 4a | 2022 Ford Mustang Mach-E Videos | Ford Owner 

Support, https://www.ford.com/support/vehicle/mustang-mach-e/2022/how-to-videos/video-

library/sync/6317860956112?name=ford-assistant-and-voice-commands-with-sync-4a (last visited Oct 18, 

2024). 
29 Jessica D. Cox, “ALEXA, ARE YOU LISTENING?” USING CARPENTER AND TRADITIONAL PROPERTY-

BASED FOURTH AMENDMENT ANALYSES TO DETERMINE HOW VOICE ASSISTANT DATA CAN BE 

PROTECTED UNDER THE FOURTH AMENDMENT, 44 OKLAHOMA CITY UNIVERSITY LAW REVIEW 

117 (2019). 
30 Marissa Merrill, An Uneasy Love Triangle Between Alexa, Your Personal Life, and Data Security: Exploring 

Privacy in the Digital New Age, 71 MERCER LAW REVIEW 637 (2020). 
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technology more accessible to a wider audience.31 Gaana’s32 expansion into rural India, with 

the addition of voice search functionality, has helped overcome literacy barriers for new 

internet users.33 In just one year, 24% of its users began using voice search, reflecting the 

growing accessibility and ease of use for this audience.34 

 

Concerns Surrounding Voice Assistants 

Voice assistants (VAs), while offering significant convenience and seamless integration into 

everyday life, have raised numerous privacy and data security concerns. These concerns 

revolve around the ability of VAs to collect, store, and process vast amounts of personal data—

often without explicit user consent or awareness. The primary concerns associated with voice 

assistants include: 

1. Unintended Data Collection 

Voice assistants are designed to respond to specific wake words but are always in 

listening mode, which can sometimes be triggered accidentally. This phenomenon, 

known as a "false positive,"35 occurs when a VA misinterprets random conversation as 

a command. For instance, in 2018, Amazon Alexa accidentally recorded a private 

conversation and sent it to a random contact.36 While Amazon stated that this was an 

isolated incident, it highlights the potential for unintended data collection and privacy 

breaches. 

In another case involving Samsung Smart TVs, the company warned users that 

conversations near the TV could be recorded and transmitted to third-party servers.37 

This raised concerns about whether users were adequately informed about the privacy 

implications of owning voice-activated devices.38 

                                                             
31 How is voice making technology more accessible in India?, THINK WITH GOOGLE, 

https://www.thinkwithgoogle.com/intl/en-apac/future-of-marketing/emerging-technology/ok-google-how-is-

voice-making-technology-more-accessible-in-india/ (last visited Sep 23, 2024). 
32 India’s music streaming service.  
33 How is voice making technology more accessible in India?, supra note 31. 
34 Id. 
35 Amazon has a fix for Alexa’s creepy laughs - The Verge, 

https://www.theverge.com/circuitbreaker/2018/3/7/17092334/amazon-alexa-devices-strange-laughter (last 

visited Oct 18, 2024). 
36 Amazon explains how Alexa recorded a private conversation and sent it to another user - The Verge, 

https://www.theverge.com/2018/5/24/17391898/amazon-alexa-private-conversation-recording-explanation (last 

visited Oct 18, 2024). 
37 Your Samsung TV is eavesdropping on your private conversations, 

https://money.cnn.com/2015/02/09/technology/security/samsung-smart-tv-privacy/index.html (last visited Oct 

18, 2024). 
38 Id. 
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Voice assistants (VAs) are designed to activate upon detecting specific wake words; 

however, studies indicate that they can be triggered by similar-sounding phrases. For 

example, terms like "unacceptable" and "tobacco" have inadvertently activated 

Amazon's Alexa and Google Home, raising concerns about accidental recordings.39 A 

study found that 64% of users experienced unintentional activations at least once a 

month, highlighting the frequency of potential privacy invasions.40 A notable incident 

with the Google Home Mini involved continuous recordings due to a hardware 

malfunction, occurring even when the wake word was not spoken.41 This situation 

underscores the inherent risks of passive, always-listening devices and their potential 

to compromise user privacy. 

2. Data Retention and Storage 

Voice assistants store user data to improve functionality, but questions arise about how 

long it is retained and how securely it is stored. In a data breach, sensitive information, 

including voice recordings, could be exposed to malicious actors.42 Furthermore, 

storing user data on cloud servers presents additional security risks, as cloud 

infrastructures can be vulnerable to hacking.43 Amazon, in one case, didn't delete the 

data even after a user requested it.44  

In 2018, Amazon faced a significant privacy breach when a user requested his own data, 

and Amazon sent 1700 Alexa recorded audio files belonging to another user.45 The 

incident raised questions about Amazon's data handling practices and whether they 

complied with GDPR. The company claimed that the breach resulted from human error, 

but it led to increased scrutiny of how voice assistants process and store user data. 

                                                             
39 Uncovered: 1,000 phrases that incorrectly trigger Alexa, Siri, and Google Assistant - Ars Technica, 

https://arstechnica.com/information-technology/2020/07/uncovered-1000-phrases-that-incorrectly-trigger-alexa-

siri-and-google-assistant/ (last visited Oct 18, 2024). 
40 Eric Hal Schwartz, Voice Assistants Accidentally Awakened by 64% of Users a Month: Survey, VOICEBOT.AI 

(2020), https://voicebot.ai/2020/01/09/voice-assistants-accidentally-awakened-by-64-of-users-a-month-survey/ 

(last visited Oct 18, 2024). 
41 Dieter Bohn, Google’s Home Mini Needed a Software Patch to Stop Some of Them from Recording Everything 

- The Verge, https://www.theverge.com/2017/10/10/16456050/google-home-mini-always-recording-bug (last 

visited Oct 18, 2024). 
42 Merrill, supra note 30. 
43 Id. 
44 Amazon’s Echo for Kids Violated Privacy Law, Advocacy Groups Say, BLOOMBERG.COM, May 9, 2019, 

https://www.bloomberg.com/news/articles/2019-05-09/amazon-s-echo-for-kids-violated-privacy-law-advocacy-

groups-say (last visited Oct 18, 2024). 
45 Holger Bleich, Alexa, Who Has Access to My Data?: Amazon Reveals Private Voice Data Files, 

INVESTIGATIVE ALEXALEAKS, https://www.heise.de/downloads/18/2/5/6/5/3/9/6/ct.0119.016-

018_engl.pdf. 
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3. Human Review of Sensitive Data 

To enhance the functionality of voice assistants, companies employ human contractors to 

review recorded audio for accuracy and to improve voice recognition capabilities.46 

Despite assurances of anonymisation, numerous reports have surfaced indicating that 

reviewers frequently overheard sensitive information, including private conversations 

and personal details.47 In 2019, it was reported that Apple contractors often encountered 

confidential medical discussions and personal information while analysing audio clips.48 

Such exposure of private moments without user consent significantly undermines trust in 

these technologies. 

In 2019, the Data Protection Commission in Ireland launched an investigation into 

Google for processing voice data without obtaining proper consent from users.49 This 

followed revelations that Google employed human reviewers to analyse voice 

recordings from its Assistant service.50 The investigation highlighted the need for 

greater transparency in how voice assistants collect and use data, and Google 

subsequently halted its human review process to comply with GDPR.51 

4. Vulnerability to Hacking and Surveillance 

The constant connectivity of voice assistants to the internet makes them susceptible to 

hacking and cybersecurity risks. For example, the "Dolphin attack" exploits inaudible 

ultrasonic commands to manipulate devices, allowing unauthorised actions to be 

performed without the user's knowledge.52 Additionally, features such as Amazon 

Echo's "Drop-In" allow for remote listening, which malicious actors or abusive 

individuals could misuse.53 This capability raises critical privacy concerns akin to 

wiretapping, emphasising the need for robust security measures to protect users. 

                                                             
46 Nicole Nguyen, A Team At Amazon Is Listening To Recordings Captured By Alexa, BUZZFEED NEWS (2019), 
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49 Rory Carroll & Rory Carroll Ireland correspondent, Google Faces Irish Inquiry over Possible Breach of Privacy 
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In a notable 2012 case, hackers remotely accessed Samsung Smart TVs, enabling them 

to spy on users by activating the device's camera and microphone.54 This incident 

illustrates the potential for voice assistants to be exploited as tools for surveillance, 

whether by malicious actors or governments. 

5. Profiling and Targeted Advertising 

Another concern is the use of data collected by voice assistants for profiling and 

targeted advertising.55 Companies often use voice data to create detailed profiles of 

users, which can then be monetised through personalised advertising.56 For example, 

data brokers can aggregate information from multiple sources, creating detailed profiles 

of users that include both their online and offline behaviours.57 This wealth of 

information can be exploited by third parties for targeted advertising or surveillance, 

raising ethical concerns about how such data is used without explicit user consent.58 

6. Children’s Privacy 

Children's privacy is also at risk when using voice assistants. Devices such as internet-

connected toys, speech-mimicking gadgets and smart speakers in homes often collect 

data from minors who may not fully understand the implications of privacy.59 In 2017, 

for instance, over two million voice recordings from a children's toy were exposed due 

to inadequate security protections.60 These recordings, which included conversations 

between children and their parents, were accessed by unauthorised third parties.61 Such 

incidents underscore the vulnerability of young users and highlight the need for more 

stringent regulations to protect children's data. 
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7. Law Enforcement Access 

Law enforcement agencies are also turning to voice assistant data in criminal 

investigations.62 In one of the first known cases, police requested recordings from an 

Amazon Echo device as part of a murder investigation in 2015.63 This case set a 

precedent for using voice assistant data in legal contexts, leading to concerns about 

governmental surveillance and the erosion of privacy in homes equipped with always-

on devices.64 Such instances suggest a growing trend in which voice assistant data may 

be accessed without adequate safeguards for user privacy. 

 

Legal Framework 

In today's digital age, voice assistants (VAs) have seamlessly integrated into daily life, 

collecting extensive data—from search histories and personal preferences to highly sensitive 

biometric information such as voiceprints.65 This data's sheer volume and sensitivity 

underscore the critical need for robust protections to prevent exploitation and misuse. In the 

European Union, the General Data Protection Regulation (GDPR) has set a comprehensive 

standard for safeguarding personal data, granting individuals substantial rights over how their 

information is collected, processed, and stored. Similarly, India has recently introduced 

the Digital Personal Data Protection (DPDP) Act, 2023, which seeks to regulate data privacy 

and protection in an increasingly interconnected world. Given the widespread use of voice 

assistants, it is essential to explore how effectively the DPDP Act addresses the specific 

challenges posed by these technologies and to what extent it aligns with the stringent 

protections offered by the GDPR. 

 

Data Collection and Processing under the DPDP Act 

The DPDP Act emphasises the need for explicit consent for collecting and processing personal 

data.66 Voice assistants must inform users (Data Principals) about the nature of the data being 

collected and the purpose for which it will be processed, ensuring compliance with the principle 

of informed consent.67 For instance, when a voice assistant collects data to personalise 
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responses or provide recommendations, it must notify the user and obtain consent specifically 

for that purpose. The Act mandates that consent must be free, informed, specific, and 

unambiguous.68 Importantly, Data Principals have the right to withdraw their consent at any 

time, and this process must be as simple as giving consent.69 This aligns with the Act's principle 

of user autonomy, allowing users to control their data at all times. 

 

In terms of data retention, the DPDP Act stresses data minimisation, stipulating that personal 

data should only be retained for the period necessary to fulfill the stated purpose (Section 8). 

For voice assistants, this would mean that once a particular command or request has been 

processed, the voice recordings or related data should not be stored indefinitely. The obligation 

to delete data after the purpose has been fulfilled ensures that voice assistants do not maintain 

a repository of unnecessary user data, reducing the risks of data misuse. 

 

User Rights under DPDP and GDPR 

The DPDP Act provides several essential rights to Data Principals. Under Section 11, users 

have the right to access their data, meaning they can request details on what data has been 

collected by the voice assistant.70 Section 12 grants users the right to correction, allowing 

them to request the rectification of inaccurate or incomplete personal data held by voice 

assistants.71 Further, it provides the right to erasure, commonly known as the right to be 

forgotten, which allows users to request that their data be deleted when it is no longer required 

or if the user withdraws consent.72 Section 13 provides users with the right to grievance 

redressal, ensuring that complaints regarding data handling are addressed by the Data 

Fiduciary (the entity responsible for processing personal data) before approaching the board.73 

 

The General Data Protection Regulation (GDPR), widely regarded as one of the most 

comprehensive data protection laws globally, offers similar rights but with additional layers of 

protection. Under the GDPR, users have the right to data portability (Article 20), allowing 

them to transfer their data from one service provider to another, a right absent in the DPDP 

Act. Additionally, the GDPR strongly emphasises the right to restriction of 
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processing (Article 18), which enables users to limit the processing of their data in certain 

circumstances, further empowering individuals over how their personal data is being used. 

 

Moreover, GDPR provides robust safeguards against automated decision-

making and profiling that may have legal or significant effects on individuals without human 

intervention.74 This is highly relevant for voice assistants, which often rely on machine learning 

algorithms to profile users based on their voice commands, preferences, and interaction 

patterns. The GDPR ensures that individuals have the right to request human intervention in 

such decisions, challenge the decision, or obtain an explanation for the logic involved. The 

DPDP Act, however, does not explicitly address protections against automated profiling. By 

incorporating similar provisions, the DPDP Act could safeguard users from the potential risks 

of being subjected to decisions made solely through automated processes, particularly in 

targeted advertising and service personalisation.  

 

Data Fiduciary Obligations and Comparisons with GDPR 

The DPDP Act imposes several obligations on Data Fiduciaries, the entities responsible for 

collecting and processing personal data.75 They must ensure that data processing is conducted 

lawfully, fairly, and transparently, which includes implementing appropriate security 

safeguards to protect against data breaches.76 Voice assistant providers must also comply with 

data retention limits and ensure that personal data is not processed beyond the specified 

purpose. In case of a data breach, Section 8(6) of the DPDP Act mandates that the affected 

Data Principals and the Data Protection Board be notified, ensuring transparency and 

accountability. 

 

In comparison, the GDPR imposes stricter accountability measures on Data Controllers 

(equivalent to Data Fiduciaries under DPDP). For instance, under GDPR, entities must 

conduct Data Protection Impact Assessments (DPIAs) when processing personal data that 

poses high risks to individuals’ rights (Article 35). This provision is notably absent in the DPDP 

Act, which could be a critical area for improvement, particularly as voice assistants handle 

sensitive biometric data like voice patterns. 
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75 Digital Personal Data Protection Act, 2023, Section 8 & 10. 
76 Digital Personal Data Protection Act, 2023, Section 8. 

http://www.whiteblacklegal.co.in/


www.whiteblacklegal.co.in 

Volume 3 Issue 1 | Feb 2025        ISSN: 2581-8503 

  

Another notable difference is the Data Protection Officer (DPO) requirement under GDPR. 

Organisations must appoint a DPO if they engage in large-scale processing of personal data, 

especially sensitive categories.77 The DPDP Act has introduced the concept of Significant 

Data Fiduciaries, which are subject to additional requirements, including appointing a DPO.78 

However, this provision is limited to entities above a certain threshold, potentially excluding 

smaller voice assistant services that still process sensitive data at significant volumes. 

 

Children’s Data Protection: GDPR vs DPDP 

The GDPR and the DPDP Act acknowledge the need to protect children's data but differ in 

their approaches. The GDPR sets the age of consent for data processing at 16 

years (allowing member states to lower it to 13) and requires parental consent for minors 

below this age.79 It also mandates that information provided to children must be clear and 

understandable, ensuring transparency in data usage. In contrast, the DPDP Act establishes 

a higher age threshold of 18 years for consent, requiring parental approval for processing 

children's data.80 However, more detailed provisions are needed to ensure that children and 

their guardians fully comprehend how their data is used. The GDPR's focus on presenting 

data policies in a child-friendly manner serves as a critical safeguard that could 

significantly enhance the DPDP Act, especially given the rising use of voice assistants 

among younger audiences. 

 

Improving DPDP with Insights from GDPR 

The DPDP Act can be strengthened by adopting several features from the GDPR, in addition 

to those mentioned earlier. Firstly, incorporating provisions for Data Protection by Design 

and Default, as mandated under GDPR (Article 25), would ensure that privacy is integrated 

into the development of voice assistant technologies from the outset, minimising data risks. 

This principle mandates that companies proactively incorporate privacy safeguards during the 

design stages of their systems rather than retrofitting protections after deployment.81 
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Secondly, The GDPR provides robust protection for biometric data,82 categorising it as a 

special category of sensitive personal data under Article 9. The regulation prohibits processing 

biometric data, including voiceprints used by voice assistants (VAs), unless specific conditions 

such as explicit consent or legal necessity are met. This heightened level of protection ensures 

that biometric data is handled with the strictest safeguards, requiring organisations to justify 

and secure the data they collect. In contrast, the DPDP Act of 2023 does not explicitly classify 

biometric data as a separate sensitive category, instead addressing it under broader personal 

and sensitive data regulations. While the DPDP Act mandates obtaining consent for data 

processing and offers general protections for sensitive data, the lack of explicit mention of 

biometric data means it lacks the same rigour as GDPR in safeguarding such inherently 

personal information. Given the growing reliance on VAs and other biometric-dependent 

technologies, this represents a gap in DPDP's framework, which could benefit from adopting 

GDPR's stringent approach to biometric data protection. 

 

Thirdly, guidelines issued by the European Data Protection Board (EDPB) under GDPR 

offer valuable insights into the practical application of data protection principles. For instance, 

the EDPB’s Guidelines 02/2021 on Virtual Voice Assistants provide detailed 

recommendations on how voice assistants should handle consent, data minimisation, 

transparency, etc. Adopting a similar mechanism within the DPDP framework, where a 

dedicated Data Protection Authority periodically issues specific guidelines, would allow the 

Indian framework to remain responsive to evolving technologies and emerging data protection 

challenges. 

 

Finally, The GDPR’s emphasis on data portability83 and protection against automated 

decision-making84 could also be valuable additions to the DPDP Act. Given the growing use 

of AI in personalising voice assistants, enabling users to transfer their data across platforms 

and protect them from potentially harmful automated decisions would offer greater control and 

transparency. 

 

 

 

                                                             
82 Regulation (EU) 2016/679, art. 4(14), 2016, Official Journal of the European Union, (L 119) 34. 
83 Regulation (EU) 2016/679, art. 20, 2016, Official Journal of the European Union, (L 119) 45. 
84 Regulation (EU) 2016/679, art. 22, 2016, Official Journal of the European Union, (L 119) 46. 

http://www.whiteblacklegal.co.in/


www.whiteblacklegal.co.in 

Volume 3 Issue 1 | Feb 2025        ISSN: 2581-8503 

  

Conclusion 

The rapid proliferation of voice assistants (VAs) has transformed the landscape of human-

computer interaction, bringing unprecedented convenience and significant data security 

challenges. As these technologies gather vast amounts of personal data—including sensitive 

information such as voiceprints and user preferences—ensuring robust protections becomes 

imperative. This research paper has examined the regulatory frameworks established by 

the General Data Protection Regulation (GDPR) in the European Union and the Digital 

Personal Data Protection (DPDP) Act of 2023 in India, highlighting their approaches to 

safeguarding various aspects of personal data security. 

 

As voice assistants become increasingly embedded in daily life, the potential to misuse 

sensitive personal data underscores the urgent need for adaptive and comprehensive legal 

frameworks. By integrating essential provisions from the GDPR, such as enhanced biometric 

data protections, clearer guidelines for children's data, etc. the DPDP Act can strengthen its 

effectiveness in protecting personal data in the digital age. Ultimately, a proactive approach to 

data protection will ensure that the benefits of voice assistants can be harnessed while 

minimising the risks associated with data privacy and security. 
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